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# 测试结果评价与建议

## 测试结果

|  |  |
| --- | --- |
| 测试开始日期 | 2019.12.30 |
| 测试结束日期 | 2020.01.01 |
| 提交缺陷数 |  |
| 延期/未解决缺陷数 |  |
| 拒绝缺陷数 |  |
| 总测试场景 | 28个独立场景+8个混合场景 |
| 执行场景数 | 28个独立场景+8个混合场景 |
| 场景执行率 | 100% |
| 缺陷率（%） |  |
| 投入人数 |  |
| 测试生产率 |  |
| 系统上线建议 | 部分页面与API响应时间过长，有改进空间 |

## 系统性能评价

### 交易响应时间

请求次数如下：

图

响应时间如下：

图  
由图可知，系统每秒发出的request的数量平均在10到15个之间，系统的平均响应时间基本稳定于0.2秒以下。

### 业务处理能力

业务处理时还需要进行页面加载时间的测试，用户数量不变，其并发访问的响应时间如下：

图

由图可知，随着测试进行，页面访问时间基本稳定在0.3秒左右。

结合之前交易测试的结果，可以得出进行业务处理时，系统所花费的时间基本稳定在1秒以下，可以保证用户使用顺畅。

### 稳定性/健壮性

## 系统性能建议

# 性能问题解决分析

## 待解决问题

### 严重性能问题

### 响应时间问题

## 已解决问题

### 严重性能问题

### 响应时间问题

# 独立/混合场景结果

## 测试结果描述

## 详细测试结果

# 峰值测试场景报告

## 测试结果摘要

## 本次测试结论

## 系统性能监控

## 事务出错分析

# 容量场景测试报告

## 测试结果摘要

## 联机交易结论

### 最佳并发数/最佳处理能力

### 最大并发数/最大处理能力

### 系统容量上限

### 系统上限

### 业务处理能力

### 并发对性能影响

## 批量作业结论

## 系统性能监控

## 事务出错分析

# 疲劳场景测试报告

## 测试结果摘要

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 测试日期 | 成功处理事务数 | | 失败笔数 | 事务通过率 | 事务通过率（去除数据问题） | TPS（笔/秒） | | 事务吞吐率 |
| 账务类 | 查询类 | 平均值 | 峰值 |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

## 测试结论

## 响应时间结果

### 第一疲劳响应时间

### 末一次疲劳响应时间

## 处理能力结果

### 第一疲劳处理能力

### 末一次疲劳处理能力

## 系统性能监控

## 事务出错分析

### 第一次疲劳分析

### 末一次疲劳分析

# 性能缺陷统计分析

## 缺陷严重程度

## 缺陷类型分析

## 缺陷原因分析

# 测试环境分析

## 系统架构设计

## 测试环境配置

## 环境差异分析